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Abstract: The pronunciation accuracy of language resource library is the key to improve the quality of language resource 

library. An automatic pronunciation calibration model construction method based on dynamic time normalization algorithm is 

proposed. By analyzing the dynamic characteristics of the pronunciation of the language resource library, the acquisition model 

of the pronunciation of the language resource library is constructed, and the pronunciation of the language resource library is 

obtained. The ambiguity detection method is used to suppress the noise of the pronunciation signal of the language resource 

library. According to the processing results, the speech interaction method of the language resource library is used to analyze 

the matching domain of the voice signal obtained by interval uniform sampling, and extract the voice characteristics of the 

language resource library, Based on the extracted features, the dynamic time normalization algorithm is used to recognize the 

speech similarity, and the voice signal detection model of the optimal language resource library is established under the given 

false alarm probability, so as to improve the automatic voice calibration capability of the language resource library within the 

prior Doppler frequency range. The simulation results show that this method has a high accuracy probability and a low false 

alarm probability for speech detection in the language resource library, which improves the ability of speech interaction and 

dynamic feature analysis of the language resource library. 
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1. Introduction 

In language teaching, language resource pool is of great 

significance [2, 13, 16]. Through long-term reading 

training of language resource pool, vocabulary 

accumulation and pronunciation accuracy of language 

can be improved, and reading ability can be further 

improved. In the design of language resource pool, the 

pronunciation standard of language resource pool is the 

key. Combined with the feature detection and 

recognition of pronunciation signal parameters of 

language resource pool [17, 18] multi-dimensional 

feature classification detection is adopted to realize 

pronunciation signal recognition of language resource 

pool, and the ability of pronunciation signal detection 

and dynamic parameter analysis of language resource 

pool is improved, so as to improve the accurate detection 

ability of pronunciation signal of language resource 

pool. It is of great significance to study the optimal 

construction method of automatic pronunciation 

calibration model of language resource pool to improve 

the application function of language resource pool. 

Automatic pronunciation calibration of language 

resource pool is based on the analysis of pronunciation 

signal characteristics and information parameter 

identification of language resource pool. In traditional  

 
methods, the automatic pronunciation calibration 

methods of language resource pool mainly include 

automatic pronunciation calibration method of language 

resource pool based on envelope statistical information 

fusion [7, 9, 15], automatic pronunciation calibration 

method of language resource pool based on phase space 

reconstruction, etc. Signal recognition and signal feature 

parameter recombination methods are adopted to realize 

the pronunciation signal feature fusion of language 

resource pool. 

Dong et al. [6] proposes a speech enhancement 

algorithm based on waveform mapping in time domain 

and harmonic loss in frequency domain. The Harmonic 

Noise Model is used to model the pure speech, and the 

HNM component in the frequency domain obtained after 

modeling is used as the training target in the loss 

function. By minimizing the harmonic loss function in 

frequency domain, the full convolution neural network 

is trained to produce time domain enhanced speech. 

However, this method trains a fully convolutional 

network through time-domain waveform mapping and 

frequency-domain harmonic loss, but does not explicitly 

compensate for speech phase. Due to the sensitivity of 

the human ear to phase, phase distortion can lead to a 

decrease in the naturalness of speech, especially at low 

signal-to-noise ratios. The phase interference of noisy 
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speech can significantly reduce the calibration effect. A 

real-time speech enhancement algorithm that can resist 

unsteady noise is proposed by Xiao and Chen [20]. The 

band gain estimation in RNNoise is converted into the 

prior signal-to-noise ratio of the band as the input feature 

of neural network, and the harmonic gain is corrected 

with the pitch detection algorithm to reduce the deviation 

of gain estimation. However, algorithms rely on pitch 

detection algorithms to correct harmonic gains, but in 

strong noise environments, pitch period estimation may 

be inaccurate, leading to gain correction bias and causing 

speech distortion or noise residue. Wang et al. [19] 

proposed first adopted the traditional dual window size 

method to achieve frame online speech enhancement. 

Next, complex spectrum mapping will be used for frame 

online enhancement, where Deep Neural Networks 

(DNN) learns how to extract spectral information of 

target speech from mixed speech signals. Then, the RI 

component predicted by DNN is used for frame online 

beamforming. The results of beamforming are used as 

additional features for the second DNN to perform frame 

online post filtering. Post filtering is aimed at further 

improving the quality of speech signals. The technique 

of extracting and enhancing target speech from mixed 

speech signals. However, when the beamforming result 

is used as the input for post filtering, if the optimization 

objectives of the two are inconsistent (such as 

beamforming focusing on directionality and post 

filtering focusing on residual noise suppression), it may 

introduce signal distortion or excessive smoothing, 

affecting speech clarity calibration. Lin et al. [11] 

proposed an adaptive noise distribution network speech 

enhancement algorithm. An Adaptive Gaussian Unitary 

Ensemble Attention (SA-GUEA) block was constructed 

in the SASE network, enabling the model to handle noise 

more intelligently. Develop optimization weighting 

strategies based on loss and Perceptual Evaluation of 

Speech Quality (PESQ). The server model can be 

intelligently updated to better generalize when dealing 

with large-scale heterogeneous datasets. However, 

although SA-GUEA blocks can improve the intelligence 

of noise processing, complex attention mechanisms may 

increase computational latency, leading to a decrease in 

real-time calibration performance, especially when 

dealing with high-speed time-varying noise, where 

calibration lag may affect speech coherence. Zhang [22] 

designed a system hardware using speech perception 

sensors and English oral pronunciation processors to 

collect digital signals of English oral pronunciation. 

Based on this, the signals were pre emphasized, framed, 

and windowed to obtain signal feature MFCC 

coefficients. The MFCC coefficients were used as the 

training dataset to construct a pronunciation error 

detection model, which automatically calibrated English 

oral pronunciation based on detected erroneous 

pronunciations. However, the pronunciation error 

detection model is trained based on MFCC coefficients, 

and its accuracy directly determines the quality of 

calibration performance. If there is insufficient training 

data, improper feature selection, complex model 

structure, or non-convergence of training algorithms, the 

model may not be able to accurately detect pronunciation 

errors, resulting in a decrease in calibration performance. 

Zheng et al. [23] designed a virtual reality based English 

pronunciation calibration simulation system. The system 

consists of client and server-side modules. The client 

module provides users with an interactive interface and 

obtains user control commands, while the server-side 

module collects user commands, responds, and 

effectively processes virtual simulation scene business; 

The system achieves comprehensive and accurate 

calibration of English pronunciation through the English 

pronunciation calibration process, and completes precise 

calibration of English pronunciation through error 

correction calculations. However, virtual reality systems 

typically involve complex graphics rendering and 

interactive processing, which may result in system 

latency. If the system latency is too high, users may 

experience significant lag or asynchrony during the 

pronunciation calibration process, which can affect their 

experience and calibration effectiveness. 

In order to solve the above problems, this paper 

proposes a method to build the pronunciation automatic 

calibration model of language resource pool under the 

semantic corpus fusion scheduling environment based 

on dynamic time rounding algorithm. The structure of 

this article is as follows: 

1. The construction of the pronunciation acquisition 

model for the language resource library was 

elaborated in detail, including the hardware circuit 

design for dynamic signal acquisition and software 

level spectrum parameter analysis. And through 

fractional spectrum analysis and phase rotation 

component modeling, the preprocessing of 

pronunciation signals was carried out, laying the 

foundation for subsequent feature extraction. 

2. Based on the preprocessed speech signal mentioned 

above, speech feature extraction was achieved 

through time-frequency analysis and segmented 

frequency modulation signal decomposition. 

The Dynamic Time Warping (DTW) algorithm is used 

to achieve speech similarity recognition, and a 

pronunciation detection model under semantic corpus 

fusion scheduling is proposed. This model combines 

autocorrelation analysis and noise spectrum separation 

to achieve accurate deviation estimation between actual 

pronunciation and standard templates. 

Finally, the effectiveness of the proposed method was 

validated through waveform comparison, bias estimation 

visualization, and error quantification using the 

NOISEX dataset and controlled signal-to-noise ratio 

environment. The comparative experiments with 

existing algorithms have demonstrated the superiority of 

the DTW based method in terms of calibration accuracy 

and robustness.  
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2. Collection Model and Pretreatment of 

Language Pronunciation in Resource 

Bank 

2.1. Pronunciation Collection Model of 

Language Resource Pool 

To construct an automatic pronunciation calibration 

model of language resource pool, firstly, the dynamic 

characteristics of language resource pool pronunciation 

are analyzed, and the signal detection and spectrum 

parameter analysis model of language resource pool 

pronunciation is established by adopting linear 

frequency modulation signal detection technology. 

Through fractional spectrum analysis and the method of 

combining acoustic sensors, analyze the frequency 

modulation parameters of the pronunciation output of the 

language resource pool under the semantic corpus fusion 

scheduling environment, and realize the gradient 

weighted class activation of the speech signal by 

constructing the speech receiver shown in Figure 1. In 

Figure 1, Us(t) is the input voltage of the acquisition 

terminal, and Vg is the pronunciation vibration signal of 

the language resource pool under the semantic corpus 

fusion scheduling environment. U4 is the differential 

pressure sensing variable, Vd is the dynamic output 

voltage of language resource pool pronunciation, Zin is 

the input voltage, ZL is the pronunciation control 

inductor of language resource pool, and Zd is the 

hardware reset output inductor. The acquisition of 

pronunciation signals in the language resource library 

was achieved dynamically in the sensor power supply 

circuit and amplifier circuit module through the fusion 

scheduling environment of later circuit semantic corpus. 

 

Figure 1. Dynamic acquisition circuit of pronunciation signal of 

language resource pool. 

Figure 1 combined with the circuit structure of 

dynamic acquisition of pronunciation signals of 

language resource pool, the sensor network middleware 

and platform software are designed by means of sensor 

power supply and signal conversion, and the network 

access service and network generation service of 

pronunciation of language resource pool are completed 

through signal feature analysis, and the pronunciation 

signal model of language resource pool is established. 

Autocorrelation detector and matched filter detection 

method are used to detect and analyze the pronunciation 

signal characteristics of language resource pool [14, 23] 

and the pronunciation signal accuracy detection model 

of language resource pool is divided into four layers, 

namely, system display layer, business logic layer, data 

interface layer and voice data acquisition layer. The 

function of the display layer is to interact with users, 

show them information and receive their input. For the 

integration between systems, the role of the presentation 

layer is to interface with other systems. Therefore, 

sometimes the presentation layer is also called the 

service access layer, which is responsible for the docking 

service with other systems. The business logic layer is 

the core value part of the system architecture. It is 

located between the data access layer and the 

presentation layer, and plays a connecting role in data 

exchange. It is responsible for defining business logic 

rules, workflow, data integrity, etc., receiving data 

requests from the presentation layer, submitting requests 

to the data access layer after logical judgment, and 

delivering data access results. The data interface layer 

can be used to access various databases. Through this 

interface layer, unified instructions can be sent to the 

general interface, and then the instructions can be 

transmitted to any type of database by the interface layer, 

which defines a lightweight and consistent condition for 

accessing databases. The voice acquisition layer can 

provide transmission media and connections for data 

communication between terminal devices based on the 

link. In the process of collecting voice data, the 

transmitter and receiver can communicate with each 

other for one or more times, which improves the ability 

of data error detection and correction. Thus, the overall 

structure of pronunciation signal accuracy detection of 

language resource pool is shown in Figure 2. 

 

Figure 2. Overall structure of pronunciation signal accuracy 

detection in language resource pool. 
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2.2. Pronunciation Signal Preprocessing of 

Language Resource Pool 

Analyze the time-domain signal components of 

pronunciation signals in the language resource library by 

combining the fourth-order origin moment of the signal 

score spectrum. Through amplitude modulation of 

pronunciation spectrum of language resource pool, the 

phase analysis model of pronunciation signal of 

language resource pool is constructed, and the 

characteristic component of phase rotation of 

pronunciation is expressed as follows: 

𝑢(𝑡) =

{
 

 𝑢1(𝑡) = 𝐴(𝑡)𝑒𝑥𝑝 {𝑗 [2𝜋𝐾1n (1 −
𝑡

𝑡0
)]} −

𝑇

2
< 𝑡 < 0

𝑢2(𝑡) = 𝑢1 ∗ (−𝑡)                    0 < 𝑡 <
𝑇

2

 

Wherein, A(t) is the complex envelope of the 

pronunciation signal of the language resource pool in the 

semantic corpus fusion scheduling environment, θ(t) is 

the phase deflection parameter in the observation time of 

the language resource pool in the semantic corpus fusion 

scheduling environment, K is the estimated 

pronunciation value of the language resource pool in the 

semantic corpus fusion scheduling environment, t0 is the 

initial sampling interval, T is the complex convolution of 

the pronunciation signal of the language resource pool in 

the semantic corpus fusion scheduling environment, and 

f0 is a variable that simulates zero mean. Based on the 

state space estimation and voice interaction design of 

segmented FM signal, the single-frequency component 

of the pronunciation signal of language resource pool is 

obtained, where TB is the frequency characteristic 

quantity of the pronunciation signal of language resource 

pool, and the Doppler frequency is estimated as TP. 

Through the combination control with the pulse width of 

the pronunciation signal of language resource pool, the 

spectrum value of the pronunciation signal of language 

resource pool is neglectfully equivalent, and TP is based 

on the state estimation result and the observation 

sequence offset ΔT≤ TB- TP. The ambiguity detection 

method is used to suppress the noise of the pronunciation 

signal of the language resource pool in the semantic 

corpus fusion scheduling environment [10, 12, 21]. At 

this time, the information fusion is carried out on the 

pronunciation signal detection parameters of the 

language resource pool in the k+1th semantic corpus 

fusion scheduling environment, and the segmented LFM 

detection output is as follows: 

{
𝐻0: 𝑥𝑘+1(𝑡) = 𝑟𝑘+1(𝑡)          

𝐻1: 𝑥𝑘+1(𝑡) = 𝑠(𝑡 − 𝜏
′) + 𝑟𝑘+1(𝑡)

0 ≤ t ≤ 𝑇𝐵 

In the above formula, τ' is the time delay parameter of 

pronunciation signal detection in language resource 

pool, rk+1(t) is the time delay estimated from Doppler 

frequency, TB is the prior information of language 

resource pool, and s(t-τ') is the possible range of the 

average frequency modulation. Based on the 

preprocessing results of pronunciation signals in the 

language resource library under the semantic corpus 

fusion scheduling environment, a pronunciation signal 

feature detection and pronunciation information 

enhancement method are adopted to establish a noise 

separation model for pronunciation signals in the 

language resource library under the semantic corpus 

fusion scheduling environment [5, 8]. Using Voice 

Activity Detection (VAD) to locate voiceless segments 

(quiet or pause intervals), and estimating the noise power 

spectrum through segmented averaging method: 

|𝑁(𝜔)|2 =
1

𝐾
∑ |𝑌𝐾(𝜔)|

2

𝐾∈𝑚𝑢𝑡𝑒

 

Among them, YK(ω) is the spectrum of noisy speech in 

the K-th frame, and k is the total number of silent frames. 

Combining the phase deviation parameter θ(t) with 

doppler frequency estimation TB, dynamically adjust the 

spectral subtraction coefficient: 

|𝑋𝐾(𝜔)|
2 = 

{
|𝑌𝐾(𝜔)|

2 − 𝑎(𝜃(𝑡), 𝑇𝐵). |𝑁(𝜔)|
2 𝑖𝑓 |𝑌𝐾(𝜔)|

2 > 𝛽|𝑁(𝜔)|2

𝛾. |𝑁(𝜔)|2       𝑜𝑡ℎ𝑒𝑟𝑥𝑖𝑠𝑒
 

In the formula, a(θ(t), TB) is the adaptive spectral 

reduction factor, and B is the signal bandwidth. β is the 

over reduction factor, and γ is the residual noise 

suppression coefficient. β=1.5，γ=0.01. 

Retain the phase information ∅Y(ω) of noisy speech 

and reconstruct the enhanced speech time-domain 

signal: 

𝑥(𝑡) = 𝐼𝑆𝑇𝐹𝑇 (√|𝑋(𝜔)|2. 𝑒𝑗∅𝑌(𝜔)) 

Among them, ISTFT is the Inverse Short-Time Fourier 

Transform. Using the segmented linear frequency 

modulation detection output of Equation (2), calculate 

the time-frequency domain ambiguity function A(τ, 

f)=∑tx(t)x*(t+.e-j2πft). Based on this, by setting a 

threshold η, suppress noise components with ambiguity 

lower than η: 

𝑋̂(𝜔) = {
𝑋(𝜔)𝑖𝑓max

𝜏,𝑡
|𝐴(𝜏, 𝑓)| ≥ 𝜂

0          𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

Implement speech signal preprocessing through the 

above steps. 

3. Optimization of Pronunciation Automatic 

Calibration Model of Language Resource 

Pool 

3.1. Speech Feature Extraction of Language 

Resource Library 

Establish a state space by observing data, adopt a 

pronunciation interaction method of a language resource 

pool in a semantic corpus fusion scheduling environment 

[3], analyzing a matching field of a speech signal 

obtained by interval uniform sampling, and obtain that 

accumulated cost of pronunciation detection of the 

language resource pool in the semantic corpus fusion 

scheduling environment at the initial moment: 

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 
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|𝑊𝑢1𝑢1(𝑎, 𝜏 ∗)| = 1 − |1 − 𝑎|
𝑓0
𝐵

 

Wherein, f0 is the pronunciation frequency offset of the 

language resource pool in the semantic corpus fusion 

scheduling environment, B is the coherent accumulated 

energy of the signal in the observation period, and a is 

the extended type identification parameter. According to 

the above analysis, starting from the first data block, the 

even quadratic frequency modulation signal 

decomposition method is used to extract the 

pronunciation signal characteristics of the language 

resource pool in the semantic corpus fusion scheduling 

environment, and the extracted values of the frequency 

spectrum characteristic parameters of the pronunciation 

signal of the language resource pool in the semantic 

corpus fusion scheduling environment are obtained: 

𝑆𝑃𝐸𝐶(𝑡, 𝑓) = |𝑆𝑇𝐹𝑇(𝑡, 𝑓)|2 

Wherein, t is the detection time of language resource 

pool, f is the time-frequency parameter of language 

resource pool pronunciation, and STFT(.) is the time-

frequency analysis of language resource pool 

pronunciation signal. M data blocks are divided into 

multiple basis functions, and Frank coded signal analysis 

method is adopted to carry out spectrum expansion on 

the characteristic parameters of language resource pool 

pronunciation, so as to obtain the pronunciation 

information output of language resource pool, and the 

linear superposition output is obtained: 

𝑊𝑦𝑥(𝑎, 𝑏) =
1

√𝑎
∫ 𝑥(𝑡)𝑦 ∗ (

𝑡 − 𝑏

𝑎
)𝑑𝑡

+∞

−∞

 

Wherein, a>0 is the modulation parameter of time-

frequency structure of pronunciation signal of language 

resource pool, b∈R is the parameter added after output 

expansion, x(t) is pronunciation signal of language 

resource pool, and 𝑦𝑎,𝑏(𝑡) =
1

√𝑎
𝑦(
𝑡−𝑏

𝑎
) is the output 

layer of new data set, which is called phase factor search 

function of pronunciation signal of language resource 

pool. Based on the extended type data Grad-Cam 

training, the discrete training of pronunciation signals of 

language resource pool is obtained. The constraint 

parameter of pronunciation signal accuracy detection of 

language resource pool is x(n), if x(t)=y(t), thus, the 

speech feature extraction model of speech signal 

detection in language resource library is established [1, 

18]. 

3.2. Speech Similarity Recognition Based on 

Dynamic Time Integration Algorithm 

DTW is a classic time series alignment algorithm that 

has significant advantages in speech similarity 

recognition. In practical application scenarios such as 

speech recognition, it is often necessary to compare two 

times series data of different lengths. For example, if 

different people say the same sentence, the length and 

duration of their speech signals may have significant 

differences. Traditional fixed length feature vector 

comparison methods are difficult to handle this situation 

because they require input data to have the same length 

and structure. The Dynamic Time Rounding algorithm 

(DTR) can dynamically find the optimal matching path 

between two times series, effectively handling unequal 

length time series data. And speech signals have obvious 

time series characteristics, which continuously change 

over time. In the process of finding the optimal matching 

path, the DTR algorithm considers the continuity of the 

time series to ensure that the matching path is also 

continuous in time. This continuity constraint helps to 

maintain the natural characteristics of speech signals and 

improve the accuracy of speech recognition. The specific 

calculation steps are as follows: 

Let two time series be M={m1, m2, ..., mn} and Z={z1, 

z2, ..., zl}, where n and l are the lengths of the two time 

series, respectively. 

Firstly, we need to construct a (n+1)×(l+1) to D 

matrix to store distance information between two 

sequences. For element D(i, j) in the matrix, when i=0 

and j=0, D(0, 0)=0. For i>0 and j>0, calculate the 

distance D(xi, yi) between them: 

𝑑(𝑥𝑖 − 𝑦𝑗) = √∑(𝑥𝑖𝑘 − 𝑦𝑖𝑘)
2

𝑝

𝑘=1

 

In the equation, xi and yj are p-dimensional speech 

feature vectors. 

Based on this, a path matrix P of the same size as the 

distance matrix D can be constructed to record the 

optimal path direction from the starting point to each 

point. 

After calculating the distance matrix D, start 

backtracking from point D(n, m) in the bottom right 

corner to find the optimal path from the starting point (0, 

0) to (n, m). Determine the path direction based on the 

optimal source of each point in the path matrix P. Use a 

sequence R={r1, r2, ..., rk} to represent a path, where k is 

the length of the path. 

If the adjacent direction values in path R change 

smoothly, it can be considered to have a certain degree 

of continuity, that is: 

𝑆 = ∑|𝑟𝑖+1 − 𝑟𝑖|

𝑘−1

𝑖=1

 

If S is less than the threshold θ, it can be considered that 

the path has continuity. Continuity judgment helps 

ensure that the temporal matching of speech features is 

reasonable. For signals with temporal sequence such as 

speech, continuous matching paths are more in line with 

the natural characteristics of speech. The specific 

operation process is shown in Figure 3. 

The calculation results of speech recognition 

similarity are shown in Figure 3. The DTR achieves 

efficient matching of non-equal length temporal data 

through dynamic programming. Firstly, a feature 

distance matrix is constructed to quantify the differences 

(7) 

(8) 

(9) 

(10) 

(11) 
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between the two sequences, and then a path matrix is 

generated to record the optimal alignment direction. 

Afterwards, the optimal path constrained by time axis 

continuity is obtained by backtracking. Finally, 

reasonable matches are selected through direction 

change threshold, which is particularly suitable for 

similarity analysis of temporal signals such as speech. 

 

Figure 3. Operation flow of dynamic time rounding algorithm. 

3.3. Pronunciation Detection of Language 

Resource Pool 

According to the speech similarity of recognition, under 

the given false alarm probability, an optimal speech 

signal detection model of language resource library is 

established, the carrier frequency of the first array 

element is obtained, and the data set of the existing class 

signals of the speech signal of language resource library 

is obtained as follows: 

𝑦1(𝑡) = 𝐴1(𝑡)𝑒𝑥𝑝{𝑗2𝜋[𝐹(𝑡 − 𝑡𝑎)𝐼𝑛(𝑡 − 𝑡𝑎)} 

𝑦2(𝑡) = 𝐴2(𝑡)𝑒𝑥𝑝{𝑗2𝜋[𝐹(𝑡 − 𝑡𝑎)𝐼𝑛(𝑡 − 𝑡𝑎)} 

Wherein, A1(t) and A2(t) are the output amplitudes of the 

pronunciation training data and reference data of the 

language resource pool under the semantic corpus fusion 

scheduling environment, and ta is the sample parameter 

in the pronunciation signal training set of the language 

resource pool under the semantic corpus fusion 

scheduling environment, and F(.) is the corresponding 

feature extraction function. 

At this time, the low-frequency components of the 

comparison between the pronunciation of the language 

resource base and the standard pronunciation under the 

semantic corpus fusion scheduling environment are as 

follows: 
𝑊𝑓𝑟(𝑎, 𝑏) = 𝑊𝑦𝑔(𝑎, 𝑏) +𝑊𝑦𝑛(𝑎, 𝑏) 

Wherein, a, b is the autocorrelation variable of the 

pronunciation signal of the language resource pool in the 

semantic corpus fusion scheduling environment, and Wy 

is the prior distribution information of the pronunciation 

signal of the language resource pool in the semantic 

corpus fusion scheduling environment, g(a, b) is the 

phonetic spectrum of the pronunciation signal of the 

language resource pool under the semantic corpus fusion 

scheduling environment, and n(a, b) is the noise 

spectrum component of the pronunciation signal of the 

language resource pool under the semantic corpus fusion 

scheduling environment. By comparing the 

pronunciation signal of the language resource pool under 

the semantic corpus fusion scheduling environment with 

the standard speech, the pure speech signal of the 

language resource pool under the semantic corpus fusion 

scheduling environment is obtained as follows: 

{
𝑎(𝑡) = √𝑠2(𝑡) + 𝑥2(𝑡)

∅(𝑡) = 𝑎𝑟𝑐𝑡𝑎𝑛 {
𝑥(𝑡)

𝑠(𝑡)
}

 

Wherein, s(t) is the pronunciation signal spectrum of the 

language resource pool under the semantic corpus fusion 

scheduling environment, x(t) is the probability density 

eigenvalue, and the random vector X obeys the Gaussian 

distribution with the mean value of zero and the 

covariance matrix σ2I, so as to obtain the peak 

distribution ridge of the pronunciation signal of the 

language resource pool under the semantic corpus fusion 

scheduling environment, establish the pronunciation 

signal detection model of the language resource pool 

under the optimal semantic corpus fusion scheduling 

environment, and improve the pronunciation automatic 

calibration ability of the language resource pool under 

the semantic corpus fusion scheduling environment 

within the prior Doppler frequency range. According to 

the above-mentioned algorithm design and system 

structure design, the pronunciation of the language 

resource pool is compared with the standard 

pronunciation in the semantic corpus fusion scheduling 

environment, and the pronunciation accuracy is detected 

according to the comparison results. 

4. Simulation 

In order to test the performance of the proposed method 

in achieving automatic pronunciation calibration of 

language resource libraries in a semantic corpus fusion 

scheduling environment, experimental testing and 

analysis were conducted. Experimental hardware 

platform: A laptop computer equipped with Intel Core 

i7-11800H processor (2.3 GHz clock speed, 8 cores and 

16 threads) and NVIDIA GeForce RTX 3060 discrete 

graphics card (6GB video memory), with 16GB DDR4 

memory to ensure sufficient computing resources for 

speech signal processing and deep learning model 

(13) 

(12) 

(14) 

(15) 
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training during the experiment. Experimental software 

environment: Operating system: Windows 11 

professional edition (64 bit), providing a stable running 

environment. 

 

a) 0-300 s. 

 
b) 300-600 s. 

 
c) 600-900 s. 

Figure 4. The pronunciation signal of the language resource pool 

under the initial semantic corpus fusion scheduling environment. 

The dataset for pronunciation collection in the 

language resource library under semantic corpus fusion 

scheduling environment is the NOISEX dataset, which 

includes 8 types of standard noise such as white noise, 

pink noise, factory noise, and military vehicle noise. It 

can simulate complex acoustic environments from 

steady state to non-steady state (matching the dynamic 

range of-10dB~10dB required by the experiment). 

Among them, the sampling frequency is 5000 Hz, the 4th 

order origin moment of the spectrum is 12Bps, the 

normalized Fractional Fourier Transform (FRFT) length 

of the signal is 240, the standard difference value of the 

pronunciation signal collected from the language 

resource library in the semantic corpus fusion scheduling 

environment is -10dB~-10dB, and the frequency 

modulation slope is 0.21. Based on the above parameter 

settings, the initial semantic corpus pronunciation 

signals collected in different signal-to-noise ratio 

environments in the language resource library fusion 

scheduling environment are shown in Figure 4. 

According to the pronunciation signal of the language 

resource pool collected in Figure 4 under the semantic 

corpus fusion scheduling environment, it is compared 

with the standard pronunciation, and the deviation 

estimated value is shown in Figure 5. 

 

a) SNR=0dB. 

 
b) SNR=-10dB. 

 
c) SNR=-20dB. 

Figure 5. Estimation of pronunciation and standard pronunciation 

deviation of language resource pool. 

According to the above test results, it is concluded 

that this method can effectively compare the 

pronunciation of language resource pool with the 

standard pronunciation under the semantic corpus fusion 

scheduling environment, and the accuracy of deviation 

estimation is high, and the accuracy probability of testing 

and detection is high.  

The detection accuracy and pronunciation error tests 

were carried out separately, and the test indicators are as 

follows: 
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𝐽 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

𝑃𝐸 =
𝐷𝑇𝑊(𝑋𝑡𝑒𝑠𝑡 , 𝑋𝑟𝑒𝑓)

𝑛 +𝑚
 

In the formula, J represents the detection accuracy, TP 

represents the number of correct partitions, TN 

represents the number of incorrect partitions, PE 

represents the pronunciation error, and DTW(Xtest, Xref) 

represents the minimum cumulative distance of DTW 

between the test speech Xtest and the reference speech 

Xref. n, M represents the frame rate of two speech 

sequences. 

The comparison results are shown in Figure 6. The 

analysis in Figure 6 shows that in the semantic corpus 

fusion scheduling environment, the accuracy of 

pronunciation detection in the language resource library 

is relatively high, reaching a maximum of 0.94, while 

literature [6] and literature [20] only reached 0.71 and 

0.65, respectively. Therefore, the results indicate that our 

method can effectively achieve pronunciation detection 

in the language resource library and has good 

performance. 

 

Figure 6. Precision test. 

To further validate the practicality of the method, 

Wang et al. [19] and Lin et al. [11] were selected as 

comparative methods to verify the error between the 

calibrated speech and standard pronunciation using the 

three methods. The result is shown in Figure 7. 

 

Figure 7. Error testing. 

According to the results in Figure 7, it can be seen that 

the correction error of the method proposed in this paper 

is significantly lower than that of the comparison 

method, always below 0.05. However, the errors of the 

methods in Wang et al. [19] and Lin et al. [11] are 

between 0.3 and 0.4, indicating that the method proposed 

in this paper can effectively achieve pronunciation 

correction. Experiments show that the proposed method 

can significantly surpass the traditional method in 

pronunciation calibration accuracy through the 

synergistic optimization of dynamic time regularization 

and adaptive noise suppression. 

In order to further verify the effectiveness of the 

design method, F1 value test was carried out. The latest 

studies by Zhang [22] based on speech perception 

method and Zheng [23] based on virtual reality method 

were selected for comparative analysis. The results are 

shown as follows: 

Table 1. Comparison results of F1 values. 

Number of iterations/times Zhang [22] Zheng [23] This method 

10 0.52 0.68 0.96 

20 0.59 0.67 0.98 

30 0.85 0.65 0.95 

40 0.57 0.68 0.96 

50 0.69 0.69 0.94 

60 0.62 0.68 0.94 

70 0.66 0.65 0.95 

80 0.65 0.66 0.96 

90 0.70 0.68 0.97 

100 0.69 0.68 0.93 

From the comparison results of F1 values in Table 1, 

it can be seen that the pronunciation calibration method 

based on DTR proposed in this paper is significantly 

better than Zhang [22] and Zheng [23] methods in the 

vast majority of iteration times. At 10 iterations, the F1 

value of our method reached 0.96, while Zhang [22] and 

Zheng [23] were 0.52 and 0.68, respectively; As the 

number of iterations increases, the method proposed in 

this paper remains stable at 0.93 or above, with a 

maximum of 0.98. The experimental results fully verify 

the superiority of our method in the pronunciation 

calibration task of language resource library in the 

semantic corpus fusion scheduling environment. 

5. Conclusions 

In this paper, a method of constructing automatic 

pronunciation calibration model of language resource 

pool based on dynamic time rounding algorithm is 

proposed. Multi-dimensional feature classification 

detection is adopted to realize pronunciation signal 

recognition of language resource pool, and the ability of 

pronunciation signal detection and dynamic parameter 

analysis of language resource pool is improved, so as to 

improve the accurate detection ability of pronunciation 

signal of language resource pool. In this paper, the signal 

detection and spectrum parameter analysis model of 

language resource pool pronunciation is established, and 

the pronunciation signal feature detection and noise 

separation model of language resource pool 

pronunciation is established by adopting the methods of 

pronunciation signal feature detection and pronunciation 

(16) 

(17) 
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information enhancement, so that the pronunciation of 

language resource pool can be compared with the 

standard pronunciation, and the pronunciation accuracy 

can be detected according to the comparison results. The 

analysis shows that this method has good detection 

performance, low detection deviation and high accuracy. 
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